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1 Overview

This tutorial describes how to install nSSV in single management node deployment.

2 Deployment Scenarios

nSSV provides three installation modes: management node mode, compute node mode, and

expert mode.

The installation content, applicable scenarios, and installation steps vary for different installa-

tion modes.
Modes Description Applicable Scenarios
Management | I the b Suitable for installing the man-
Node Mode nstall the base system. agement node.

* Install dependencies such as MariaDB
and CloudBus message bus.

+ Automatically install and start nSSV.

Compute Node
Mode

* Install the base system.

+ Install virtualization components such
as libvirt and QEMU.

Suitable for compute nodes.

Expert Mode

Install the base system.

Suitable for installing other
nodes in the virtualization plat-
form excluding the management
node, such as:

+ Compute nodes

+ Standalone image storage,
distributed image storage
nodes, distributed image stor-
age monitoring nodes

+ Distributed storage nodes,
distributed storage monitoring
nodes

Table 1: Installation modes, description, and applicable scenarios

3 Single Management Node Deployment

3.1 Planning and Prerequisites

Hardware Requirements

The configuration of server CPU, memory, storage size, and NIC performance determines the
business capacity of the nSSV.

Minimum Environment (All In One): Requires at least 4 CPU cores and at least 8 GB of memory.
This is only suitable for basic demonstration environments and not recommended for produc-

tion use.

Production Environment:
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+ Management Node Configuration: Determined by deployment scale and user environ-
ment, please consult official technical support for details. For small-scale scenarios, the
recommended configuration for the management node is: 8 CPU cores, 16 GB of memory,
and 240 GB of storage.

+ Compute Node Configuration: Determined by business scale, please consult official tech-
nical support for details.

Recommended Configurations for Server Hardware Whether for minimum environment de-
ployment or production environment deployment, it is recommended that hardware devices
such as servers be configured according to the recommended configurations in the table be-

low:
Device Component Configuration Requirements
CPU x86 Environment: 64-bit x86 architecture, supporting In-
tel VT or AMD-V hardware virtualization features (for ex-
Server ample, Intel's VMX or AMD/Hygon's SVM).
ARM Environment: 64-bit ARM architecture, supporting
hardware virtualization features.
Memory No special requirements. Recommends DDR4 or higher
performance memory.
Motherboard Standard dual-socket server motherboard.
RAID Card Supports SAS/SATA RAID 0/1/10 and supports
passthrough mode.
Hard Disk No special requirements. You can choose between HDD
or SSD based on storage planning.
Network Port . .
+ 1 Gigabit Ethernet port for management network, for
example, Ethernet 1GbE, RJ45
+ 110 Gigabit Ethernet port for business network, for ex-
ample, Ethernet 10GbE, SFP+
Network Switch - - . o .
+ At least 1 Gigabit switch, 10 Gigabit switch recom-
mended
+ Several Category 5 cables

Table 2: System Configuration Requirements

When preparing your server hardware, make sure to configure the following:

+ Enable CPU virtualization support in the server BIOS.

+ Complete your storage planning in advance:

- If you use local storage, it is recommended to adopt a storage redundancy backup
solution (for example, configure 4 hard disks in RAID 10) to improve the reliability
of data storage and image storage. If your virtual machines require very high 1/0
read/write performance, consider using a RAID configuration with all SSDs. If the
I/0 access of your virtual machines leans more towards read performance, a mixed
configuration of SSDs and HDDs can also work well.
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- If you use NFS or distributed storage, configure the corresponding storage or file
system in advance. If your image storage uses a distributed image storage, ensure
that your data storage also uses distributed storage.

+ Plan your network in advance: It is recommended that you consistently name all physical
host NICs and use NICs with the same name to carry the same type of communication
traffic. For example, management traffic should all use the em1 NICs.

+ Complete the necessary configurations on your network switch in advance:

- If you need to use a VLAN network environment, configure the corresponding VLAN
network communication on the switch in advance.

- nSSV will actively allocate IP addresses to your virtual machines, so reserve a range
of IP addresses that do not conflict with your system, and avoid conflicts with existing
DHCP services in your network environment.

Prepare Installation Packages

nSSV IS0 is built on Helix, a self-made virtualization kernel software that operates between the
infrastructure layer and the upper-layer operating systems. It integrates essential components
like hardware drivers, macro kernels, and virtual agents, shielding the differences among het-
erogeneous hardware. This releases operating systems from hardware driver dependencies,
ensuring proper access to the heterogeneous hardware on the under layer. By doing so, Helix
enhances hardware compatibility, high reliability, high availability, scalability, and performance
of your virtual environment.

You can install nSSV without connecting to the public network or configuring a yum source,
allowing for a completely offline installation.

To install nSSV, make sure to prepare the necessary ISO package in advance.
3.1.3.1 Burn ISO Image Using Rufus After you obtain the ISO package, you can use Rufus to
burn the ISO image to a USB drive.
Procedure
1. Select an ISO image.
a) Connect your USB drive and open Rufus.
b) In the Boot Selection drop-down list, choose Disk or ISO image.

c) Click SELECT to open the ISO image file that you obtained.
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# Rufus 3.18.1876 (Beta) - b4

Drive Properties

Device

(F:) [64 GB] o v &
Boot selection
Disk or ISO image (Please select) v | | SELECT || |
Partition scheme Target system
MBR BIOS (or UEFI-CSM)

# Hide advanced drive properties
(] List USB Hard Drives
Add fixes for old BIOSes (extra partition, align, etc

Use Rufus MBR with BIOS ID 0xB80 (Default)

Format Options

Volume label

rer

File system Cluster size

Large FAT32 (Default) - 32 kilobytes (Default)

A Hide advanced format options
Quick format
Create extended label and icon files

Check device for bad blocks 1 pass

Status

it
H|

START CLOSE

N0

Figure 1: Select ISO Image

2. Burn the image.

a) After selecting the ISO image, keep the other options at their default settings and click
START.

b) Confirm the warning message.
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Burning the image will format the data on the USB drive. If you have important data
on your USB drive, make sure to back it up before formatting.

c¢) Click OK, and Rufus will burn the ISO image to the USB drive.
&

Drive Properties
Device
S (E:) [64 GB) v

Boot selection
0 x86_64-DVD-2009.is0 v (o SELECT

Persistent partition size

Partition scheme Target system
MER ~ BIOS or UEFI w

v Show advanced drive properties

Format Options
Rufus b4

WARMING: ALL DATA ON DEVICE "W (E-) [&64 GB]" WILL BE
DESTROYED
To continue with this operation, click OK. To quit click CANCEL

| —

READY

=~ [i8 START CLOSE

Figure 2: Burn the Image

What's next

After the burning process completes, you can use the USB drive as a boot disk. nSSV supports
booting in Legacy mode or UEFI mode.

3.1.3.2 Burn ISO Image Using Fedora Media Writer After you obtain the ISO package, if you
are using the Kylin operating system, we recommend using Fedora Media Writer to burn the ISO
image.

Procedure

1. Select an ISO image.
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a) Connect your USB drive and open Fedora Media Writer.
b) Click Custom Image to open the ISO image file that you obtained.
2. Burn the image.

a) After selecting the ISO image, keep the other options at their default settings and click
Write Disk.

What's next
After the burning process completes, you can use the USB drive as a boot disk. nSSV supports
booting in Legacy mode or UEFI mode.

3.2 Install nSSV
3.2.1 Bond NIC Deployment

To meet the bandwidth capacity and high reliability requirements, you need to implement NIC
bonding configuration in the actual production environment. The process for installing the op-
erating system is the same for both x86 and ARM servers. The following sections will detail the
installation steps using the x86 server as an example.

Procedure
1. Configure the server.

+ Make sure to back up any data on the server’s hard disk, as the installation process will
overwrite it.

« Enter the BIOS and enable the CPU VT and Hyper-Threading (HT) options.
+ Configure the appropriate RAID level in the RAID controller to provide data redundancy.
+ Set the USB drive as the first boot device.

2. Select the boot option.
Enter the ISO boot interface and choose the default option to start the operating system
installation. You can select based on your actual situation, but we recommend using the
graphical user interface (GUI) for installation. If the server does not have a VGA port and
only supports serial connections, you can use either VNC or text mode installation methods.

* GUI method
* VNC method
* Text mode method

3. Review the installation configuration summary.
This page displays the system installation configuration. You can modify the configuration
as needed.

4. Select the installation mode.
a) On the INSTALLATION SUMMARY page, click Software Selection.

b) On the SOFTWARE SELECTION page, choose the installation mode. Below you will find
a description of the available installation modes. For the purpose of this guide, please
make sure to select Management Mode, as it will be the reference mode for all subse-
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quent steps.

+ nSSV Management Node: This mode is for nSSV management node. We recom-
mend selecting this mode for the first installation. If you choose this mode, the sys-
tem will automatically begin installing the corresponding virtualization platform after
the installation is complete.

+ nSSV Compute Node: This mode is for nSSV compute node. If you select this mode,
the system will automatically begin installing the corresponding virtualization plat-
form after the installation is complete.

+ nSSV Expert Mode: This mode allows for a custom installation. If you select this
mode, the system will boot into a terminal interface after installation, allowing you
to customize the installation.

c) After selecting the installation mode, click Done.
5. Configure the disk partitions.

a) On the INSTALLATION SUMMARY page, click Installation Destination to enter the IN-
STALLATION DESTINATION page.

b) For Device Selection, we recommend that you only configure the system disk. After the
system is installed, you can configure other disks.

c) For Storage Configuration, we recommend selecting Automatic to automatically config-
ure the disk partitions.

If you need to manually configure disk partitions, refer to the following guidelines based on
the BIOS boot mode:

UEFI Mode:

* /boot: 1GB

* /boot/efi: 500MB

* swap: 32GB

+ /: remaining space
Legacy Mode:

* /boot: 1GB

+ swap: 32GB

+ /: remaining space

The NICs on servers connected to the data network do not need to have specified IP
addresses, but the NIC names for each server connected to the data network must be
the same (for example, all should be eth0).
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+ The above values represent the recommended partition sizes for nSSV (total
disk capacity should be greater than 300GB).

+ In Legacy mode, if the system disk capacity exceeds 2TB, you need to configure
a BIOS boot partition to support GPT partitioning. UEFI mode does not have this
limitation and supports GPT partitioning.

d) Review the configuration and click Done.

@NSTALLATION DESTINATION

Done

Device Selection

Select the device(s) you'd like to install to. They will be left untouched until you click on the main menu's "Begin Installation” button

ocal Standard Disks

Specialized & Netwaork Disks

Add a disk...

Brorag Cenfiguration

| would like to make additional space available.
Encryption

Encrypt my data

Full disk summary and boot loader 1 disk selected; 300 GIE capacity; 300 GiB free Refresh

Figure 3: Configure Disk Partitions

6. Add a bond device.
a) On the INSTALLATION SUMMARY page, click Network & Host Name.

b) On the NETWORK & HOST NAME page, click the + button at the bottom left of the page.
This will open the Add device dialog. From the drop-down list, choose Bond, then click
Add.
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Add device k]

Select the type of device you wish to add

F  Bond -
o o]

Figure 4: Add Bond Device

7. Add a Bond Slave.

a) In the Bond configuration dialog, adjust the Connection name as needed, ensuring that
the Connection name matches the Interface name.

=2
[Editing bondo x n_
|Com=ctmn name  bond0 .
General  Bond Proxy  IPv4 Settings IPvE Settings
l Interface name bondd
Bonded connections
Add
Mode  Active backup -
Primary
Link Monitoring | Mil irecommended) -
Monitoring frequency | 1 + ms
Link up delay © + ms
+ J Link down dalay 0 + M
MTU | automatic +  bytes
me | localhost
Cancel Save

Figure 5: Adjust Connection Name

b) On the Bond configuration window, click Add to add a bond slave.
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oore crom EE

K Ethernet (ens3) Editing bondo ®
: Ried Hat. inc. Virtio network devioe ﬂ
bondd

Connection name

Band Ry o SEtTing

interface name  bond

Mode  Active backup -
Primany
Link Monitoring il irecommended) -

Monitoring frequency | 1 + ms

ink up delay 0 + ms

Link down delay 0 + ' me

MTU  automatic + bytes
o

Cancel Save

Figure 6: Add Bond Slave

c¢) In the Choose a Connection Type dialog, choose a connection type from the drop-down
list, such as Ethernet, and then click Create....

Dore coon N

¥ Ethernet (ens3) 1 i
< Fied Hat, Inc. Virtio network device n
bond0

Choose a Connection Type
v Select the type of connection you wish to create

If you are creating a VPN, and the VPN connection you wigh to
create does not appear in the list. you may not have the cormect
VPN plugin installed.

0 Ethemnet o

2
Cancel Create...

e

e r———

Figure 7: Select Bond Slave Connection Type

d) On the Ethernet tab of the Editing bond0 slave dialog, click Device and select the Slave
device you want to bind, such as ens3 (corresponding MAC address). Keep the other
options as default or customize them as needed, then click Save.
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Oone crmn 0

3 Ethemnet (ens3) .
o
Editing bondo slave 1 »

Connection name  bondd slave 1

Ethermet X Se ity DCE
0 ! e ensd (FAAB:22:2D:08:00) -
e | MA dd -
MTU  automatic + | bytes
o Default
Wake on LAN
Wake on LAN password
Link negotiation = Ignare =
peed
Dupl:
Cancel Save
Sl T AU A T rgTeT "

Figure 8: Select Bond Slave Device

8. Select the Bond mode.

In the Bond configuration dialog, choose the bond mode from the Mode drop-down list as

needed, such as Active backup. Keep the other options as default or customize them as
needed, then click Save.

Oone cran B0

P Ethernet (ens3) Editing bondo x
< [Fed Hat, Inc. Virtio network device u

Connection name  bond0

Bond Proxy i Setting iPvh Set

interface name bond®

Bonded connections
bondo slave 1 Add
0 Mode Active backup -
Prima
Link Monitoring  Mil recommended) -
Monitoring frequency 1 + ms
Link up delay © + ms
: Link down delay © + |ms
MTU  automatic + bytes
loc
Cance Save

Figure 9: Select Bond Mode
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9. Disable IPv4 on the original NIC.

a) Select the original NIC, such as Ethernet (ens3), and click Configure.

NETWORK & HOST NAME

Done

= | Bond - bond (bond0) Ethernet (ens3) u:\
== _J’_ Cannected
- SRS ST S Hardware Address FA:AB:22:20:D8:00
Speed

P Address 172.26 5054/16
Default Route 172.26.0.1
DNS 223555

Host Name: | locahost Apphy Current host name:  172-26-50-54

Figure 10: Configure Original NIC

b) The Editing ens3 dialog pops up. Click IPv4 Settings to access the IPv4 Settings tab.
Change the Method parameter value to Disabled, then click Save.

C= [ e |
& | Bond - bopen thandn
(= Editing ens3 b n
P Ethernet (
¢ [ Connection name | [IEE
ieneral thernet b AKX Security 1 *roxy IPvd Settings 1P ttine
Method  Disabled -
Cancel Save
localhosr TP T =

Figure 11: Disable IPv4
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10. Configure a static IP address for Bond.

a) On the NETWORK & HOST NAME page, choose the bond device, such as Bond (bond0),
and then click Configure.

b) The Editing bond0 dialog pops up. Click IPv4 Settings to access the IPv4 Settings tab.
Change the Method parameter value to Manual to switch the IP address acquisition
method to manual.

You can configure the IP address acquisition method as needed, including using DHCP
for automatic acquisition or specifying it manually.

c) Click Add to add an IP address entry. Configure the IP address, netmask, and gateway
as needed, then click Save to save the configuration.

Dove e 0

Editing bondo ®

Bond - bond0 (bond0)

< Connection name  bondo

B | Ethernet (ens3)

= Rag Hat, InC VTIO neTwesk dev « L 2 IPv4 Settings
fethoc E]

172.20.60.111 255.255.0.0 172.20.0.1

Figure 12: Configure Bond Static IP Address

11. Configure the NIC to activate automatically.
In the Editing bond0 dialog, click General to access the General tab. Select the Connect
automatically with priority checkbox to set the NIC to activate automatically, then click Save.
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oore cran I

Editing bond0 X

P2 Bond - bond0 (bond0)
’ Connection name | N Ex
Ethernet (ens3) 1

9| ¥ Connect automatically with priority 0 - +

localhost (3]
Canes save

Figure 13: Configure NIC to Activate Automatically

12. Complete the Bond configuration.

a) Check the Bond configuration settings. Ensure that On is enabled and that you have
configured the IP address. Also, make sure the Bond Slave (such as ens3) is set to On.
Otherwise, nSSV will not be installed properly.

b) Review the configuration and click Done to return to the INSTALLATION SUMMARY page.
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NETWORK & HOST NAME INSTALLATION

Dore =, ] ]

F Bond - bond0 (bondo0) .| Bond (bondo) ]

Slaves ens3

7 Ethernet (ens3]
Roed Hat_ Inc. Virtio network device

=

Hardware Address FA:AB:22:20:D8:00

Speed

Host Name:  Iocathost Apply Current host name:  locallhost

Figure 14: Check Bond Configuration

13. On the INSTALLATION SUMMARY page, click Root Password to set the root password for
the operating system.

14. Onthe INSTALLATION SUMMARY page, click Begin Installation to begin installing the oper-
ating system.
3.2.2 Single NIC Deployment

The process for installing the operating system is the same for both x86 and ARM servers. The
following sections will detail the installation steps using the x86 server as an example.

Procedure
1. Configure the server.

+ Make sure to back up any data on the server’s hard disk, as the installation process will
overwrite it.

+ Enter the BIOS and enable the CPU VT and Hyper-Threading (HT) options.
+ Configure the appropriate RAID level in the RAID controller to provide data redundancy.
+ Set the USB drive as the first boot device.

2. Select the boot option.
Enter the ISO boot interface and choose the default option to start the operating system
installation. You can select based on your actual situation, but we recommend using the
graphical user interface (GUI) for installation. If the server does not have a VGA port and
only supports serial connections, you can use either VNC or text mode installation methods.

+ GUI method
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* VNC method
* Text mode method

3. Review the installation configuration summary.
This page displays the system installation configuration. You can modify the configuration
as needed. By default, nSSV is configured with the following settings:

+ Keyboard: English (US)
+ Language Support: English (United States)

+ Time & Date: Asia/Shanghai (UTC+8). We recommend that you check the host’s time
in advance and configure it to the current time and time zone.

4. Select the installation mode.
a) On the INSTALLATION SUMMARY page, click Software Selection.
b) On the SOFTWARE SELECTION page, choose the installation mode.
+ nSSV Management Node
+ nSSV Compute Node
* nSSV Expert Mode
c) After selecting the installation mode, click Done.
5. Configure the disk partitions.

a) On the INSTALLATION SUMMARY page, click Installation Destination to enter the IN-
STALLATION DESTINATION page.

b) For Device Selection, we recommend that you only configure the system disk. After the
system is installed, you can configure other disks.

c) For Storage Configuration, we recommend selecting Automatic to automatically config-
ure the disk partitions.

If you need to manually configure disk partitions, refer to the following guidelines based on
the BIOS boot mode:

UEFI Mode:

+ /boot: 1GB

* /boot/efi: 500MB

* swap: 32GB

+ /. remaining space
Legacy Mode:

* /boot: 1GB

* swap: 32GB

+ /: remaining space
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Note:

*+ The above values represent the recommended partition sizes for nSSV (total disk ca-
pacity should be greater than 300GB).

+ In Legacy mode, if the system disk capacity exceeds 2TB, you need to configure a BIOS
boot partition to support GPT partitioning. UEFI mode does not have this limitation and
supports GPT partitioning.

d) Review the configuration and click Done.

@MSTALLATION DESTINATION

Device Selection

Select the device(s) you'd like to install to. They will be left untouched until you click on the main menu's "Begin Installation® button.

ocal Standard Disks

Disks left unselected heve will not be touched.

Specialized & Metwork Disks

Add a disk...

Btorage Confi quration
(e

Full disk summany and boot loader 1 disk selected; 300 GIB capacity; 300 GIB free Refresh

Figure 15: Configure Disk Partitions

6. Start configuring the NIC.

a) Onthe INSTALLATION SUMMARY page, click Network & Host Name to access the NET-
WORK & HOST NAME page.

b) Select a NIC from the list on the left, such as Ethernet (ens3).

c) Click Configure.
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NETWORK & HOST NAME

Done

K] Ethernet (ens3)
Red Hat, bnc. Virtio network device

Host Mame: | [acalhost Apply

; | Ethernet (ens3)
u_"‘/‘_/_,_.\_ Connected
Hardware Address FA:2ESD:AFEEDD
Speed
P Address 172.2650.175/16
Default Route 172.26.0.1

DNS 223555

Figure 16: Configure NIC

7. Configure a static IP address for the NIC.

a) In the Editing ens3 dialog, click IPv4 Settings.

b) For Method, choose the IP address acquisition method as needed. For example, select
Manual to specify the IP address manually.

c¢) Click Add to add an IP address entry, and configure the IP address, netmask, and gateway

as needed.
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Done

m Editing ens3

Connection name  ens3

General Ethemet 12. 1% Security Dce P roxy 1Pvd Settings I IPvE Settings
r.|:r-nr$ Manual - ‘

Addresses

172.26.50.173 255.255.0.0 172.26.0.1

Delete

Require IPvd addressing for this connection to complete

Routes...

Cancel Save
I calhaey

TIFFamT Ty Tewr

Figure 17: Configure Static IP Address

8. Configure the NIC to activate automatically.

a) In the Editing ens3 dialog, click General, then select the Connect automatically with pri-
ority checkbox to set the NIC for automatic activation.

b) Review the configuration and click Save.
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Oore coomm B

- Ethernet (o T ——
¢ Fed Hat, Inc. v Editing ens3 x n

Metered conmection Automatic -

localhaer Ll VRN TReT o

Figure 18: Configure NIC to Activate Automatically

9. Complete the NIC configuration.

a) Return to the NETWORK & HOST NAME page, and confirm that you have selected the
correct NIC and that the NIC status is ON.

b) Click Done to return the INSTALLATION SUMMARY page.
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NETWORK & HOST NAME

Done

w_jrf,_. Connected

Hardware Address FA:2E:5D:AFEE-00
Spe

IP Address 172.26.50.175/16

Default Route 172.26.0.1

DNS
*
Host Name: | localhost Apphy Current host name:  localhost.iocaldomain

Figure 19: Check NIC Configuration

10. On the INSTALLATION SUMMARY page, click Root Password to set the root password for
the operating system.

11. Onthe INSTALLATION SUMMARY page, click Begin Installation to begin installing the oper-
ating system.
3.3 Manage nSSV Service

Check Service Status You can use the cloud-ctl status command to check the running sta-
tus of the services related to the nSSV management node.

You can also use the cloud-ctl ui_status command to check the status of the Web Ul sepa-
rately.

[root@localhost ~]# cloud-ctl ui_status

UI status: Running [PID:8459] https://10.0.0.254:443

Change Service Status If you need to restart the management node service without restarting
the Web Ul service during use, run the following command:

cloud-ctl restart_node

It is not recommended to stop and restart all services at once during use. If you must restart all
services, you can run the following command:
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cloud-ctl stop && cloud-ctl start

If the management node stops services due to maintenance or other issues, you need to start
the services manually. To start the nSSV service, run the following command:

# This command will start both the management node and Web Ul services

[root@localhost ~J]# cloud-ctl start

4 Access nSSV Web Interface

Once the services related to nSSV have started successfully, you can access nSSV using your
browser:

Default Credentials: admin / password.

4.1 Platform Login

HTTPS Protocol: The virtualization platform defaults to redirecting to the HTTPS address on
port 443. Simply enter the management node IP address in your browser to access the Ul man-
agement interface, for example:

https://management_node_ip

nSSV supports the following login methods:
+ Account Login: You need to enter your username and password.

+ Single Sign-On Login: You need to enter your login attribute name and password.

5 |Initial nSSV Configuration via Web Interface

5.1 First Login Setup

After successfully logging into the nSSV web interface, the initial setup wizard will automatically
start. Follow the wizard steps to complete the basic configuration of the platform:

1. Create Data Center: Define the logical container for your resources.

2. Create Cluster: Organize one or more hosts within the data center.

3. Add Host: Register the physical node that will provide compute resources.

4. Configure Data Storage: Add and configure storage resources for VM data.

5. Configure Image Storage: Add storage for operating system images and templates.
6. Configure Networking: Define network resources and distributed switches.

Once the wizard is completed successfully, your environment is ready for creating and managing
virtual machines.
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6 Creating Virtual Machines

With the infrastructure configured, you can now create virtual machines directly from the web
interface by selecting:

+ The target host or cluster
+ Basic VM settings (name, OS type, CPU, memory)
+ Storage and networking parameters

* Installation media from the configured image storage

7 Conclusion

The nSSV installation and initial configuration are now complete. The platform is ready for vir-
tual machine deployment and management.
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